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What is operational data analytics? Why do we need it?
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Illustration from: https://www.linkedin.com/pulse/preaching-choir-worship-church-services-steve-cranston-ma/

Disclaimer: from the point of view of the support team
users
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From: <user>
To: <sc-support>
Subject: HELP!

Dear SC support,

I have problems! Help!

Best regards,
Desperate User
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From: <user>
To: <sc-support>
Subject: HELP!

Dear SC support,

I have problems! Help!

Best regards,
Desperate User

From: <sc-support>
To: <admins>
Subject: Fw: HELP!

Dear Admins,

We have problems! Help!

Best regards,
Desperate Support
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Updates every ~1min
using existing sources

Negligible overhead!
Scalable!)*
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*Jülich Reporting Interface

Simplified Scheme of LLview

! "

*

! ! ! !



• Near-real time information (also in HTML and PDF reports)
• Role-based access (Users, PI/PAs, mentors, support)
• Modular/extendable design
• Separation between data processing and visualisation

System information
• System usage overview
• Node usage, Errors

Job information
• Basic job information
• Computing time spent/estimation
• Job Status
• CPU: Load, Core, Memory usage
• GPU: Usage, Power, Temperature, …
• I/O statistics
• Network traffic
• Node list (with interconnected cells)
• System error messages
• Timeline
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Current version: 2.3.2

Features of LLview
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Live View
The Three Views and Their Analytical Use Cases
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Live View
The Three Views and Their Analytical Use Cases
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Job overviews

Job report 
(interactive HTML 

view, or PDF 
download)

GPU info Avg. network traffic

Scheduler overview

Avg. load, CPU 
& max. memory Error states

Job specific metric history for CPU, GPU, …

Utilisation scoreJob info (start, end, nodes)User info

Auto-refresh

Live View Presentation mode
Projects & User

Jobs Dashboard
The Three Views and Their Analytical Use Cases
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• Basic job information

• General average usage

• Computing time spent/estimation
• Status

• CPU, Core

• Usage, Load, Memory usage
• GPU

• Usage, Power, Temperature, …
• I/O

• Network traffic

• Nodelist (with interconnected cells)
• Error messages

• Timeline

Jobs Reports
The Three Views and Their Analytical Use Cases



Examples
Memory leak
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Examples
System Error Logs
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Examples
System Error Logs
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Examples
System Error Logs
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Examples
Inadequate Resource Usage
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Examples
Inadequate Resource Usage
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2 nodes (8 GPUs) using 
only 2 GPUs each

Examples
Inadequate Resource Usage

1 nodes using all 4 GPUs
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Examples
Inadequate Resource Usage
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1 GPU per node



Examples
Inadequate Resource Usage
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GPU Utilisation ~100%

GPU Active SM ~5%
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Examples
Hardware Issues

4 GPUs:
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Examples
Hardware Issues

128 GPUs:



Building 
Infrastructure

System 
Hardware

System 
Software Application

Prescriptive

Predictive

Diagnostic

Descriptive

Classifying LLview
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A. Netti et al., A Conceptual Framework for HPC Operational Data Analytics, 2021 IEEE International Conference on Cluster Computing (CLUSTER), 596 (2021)

ENI

ENI

Powerstack

JSC with LLview

Power usage
Water cooling

System overview
Live view

Resource usage
Software statistics

Job reports

Fault detection



Present-?

• Faster updates (for JUPITER)
• Generalisations, new metrics and data sources
• Queue view and analysis
• REST-API
• Long-term analysis
• Workflow and project reports
• … 

eupex.eu (Starting in June 2025)
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Outlook



Conclusions
LLview…

• …helps to identify (user and system) software and hardware issues

• …enables users find problems on their own

• …brings support to a higher level

• …reduces the need for communication between users and support as well as support and 
admins

• …improves the overall system utilisation
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• Open source GPLv3 Licence github.com/FZJ-JSC/llview

• Website: llview.fz-juelich.de

• Contact: llview.jsc@fz-juelich.de

Thank you!
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