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Jean Zay - HPE/ATOS 
123.6 PFLOPS

Intel 6248
720 nodes

28 800 cores
192 GiB/node
2.3 PFLOPS

CPU Partition
Intel 6248

265 nodes with 4 Nvidia V100 32 GiB  
131 nodes with 4 Nvidia V100 16 GiB
 31 nodes with 8 Nvidia V100 32 GiB

1832 GPUs
15.6 PFLOPS

V100 Partition
AMD Milan

52 nodes with 8 Nvidia A100 80 GiB
416 GPUs.

8.1 PFLOPS

A100 Partition

Intel Sapphire Rapids
364 nodes with 4 Nvidia H100 80 GiB  

1452 GPUs
87.6 PFLOPS

Currently being commissioned

H100 Partition



Estimating Power: Top-Down



Estimating Power: Bottom-Up



Core Architecture



Real time Emission Factors



Real time Emission Factors

https://www.electricitymaps.com/
https://www.rte-france.com/en/eco2mix/co2-emissions


Core Architecture



User dashboards



User dashboards



Operator dashboards



What more can we do?

eBPF proved to be a powerful framework in observability

Explore eBPF to get IO and network stats

Support Openstack
CEEMS has been designed to be modular and resource manager agnostic



Thank you
mahendra.paipuri@cnrs.fr

CEEMS Resources:
GitHub Repository
Docs

https://github.com/mahendrapaipuri/ceems
https://mahendrapaipuri.github.io/ceems/

