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Located in Golden, Colorado.
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Energy Systems Integration Facility is hosting NREL’s 
44-petaflop supercomputer called Kestrel, which 
became accessible to users a few months ago.
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How well can we predict two most important metrics 
for HPC jobs: runtime and queue time?

Predicting queue times:

• 1999 paper, “Using Run-Time Predictions to 
Estimate Queue Wait Times and Improve 
Scheduler Performance”,

• 2023 paper, “A Machine Learning Approach for 
an HPC Use Case: the Jobs Queuing Time 
Prediction”

• 12 related studies in between

• Our 2024 paper (to be presented at PEARC’24): 
“Tandem Predictions for HPC Jobs”

Predicting runtimes:

• 2007 paper, “Backfilling Using System-
Generated Predictions Rather than User 
Runtime Estimates”,

• 2023 paper, “Exploring job running path to 
predict runtime on multiple production 
supercomputers”

• 18 related studies in between

• Our 2023 paper: “Mastering HPC Runtime 
Prediction: From Observing Patterns to a 
Methodological Approach”
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Observations:

• Lack of consistent methodologies, 
drastically different evaluation choices, 
incomparable results
• Severe scarcity of data and code artifacts ☹

🤔



No consistency!

More: 
https://dl.acm.org/doi/abs/
10.1145/3569951.3593598 

https://dl.acm.org/doi/abs/10.1145/3569951.3593598
https://dl.acm.org/doi/abs/10.1145/3569951.3593598
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Good predictions 
for 84% of all jobs

https://dl.acm.org/doi/abs/10.1145/3569951.3593598


Predicting job queue times • Our 2024 paper (to be presented at PEARC’24): 
“Tandem Predictions for HPC Jobs”

• Can predict job queue times for 
individual partitions

• Including cases with overlapping 
partitions

• More on the feature engineering 
that captures the queue loads: 
in the paper

aggregated predictions for 
top 10 users of the system



Future Work

• Predict job characteristics on NREL’s new 
machine and other systems

• Add uncertainty measures to our predictions

• Develop a method for estimating the runtime 
remaining during job runs 

• Develop a user-facing prediction tool

• Use predictions to inform scheduling algorithms 
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Thanks! 
Questions?


