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How well can we predict two most important metrics
for HPC jobs: runtime and queue time?

Predicting runtimes: Predicting queue times:

» 2007 paper, “Backfilling Using System- e 1999 paper, “Using Run-Time Predictions to
Generated Predictions Rather than User Estimate Queue Wait Times and Improve
Runtime Estimates”, Scheduler Performance”,

* 2023 paper, “Exploring job running path to * 2023 paper, “A Machine Learning Approach for
predict runtime on multiple production an HPC Use Case: the Jobs Queuing Time
supercomputers” Prediction”

* 18 related studies in between e 12 related studies in between

* Our 2023 paper: “Mastering HPC Runtime e Our 2024 paper (to be presented at PEARC’24):
Prediction: From Observing Patterns to a “Tandem Predictions for HPC Jobs”

Methodological Approach”



How well can we predict two most important metrics
for HPC jobs: runtime and queue time?
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Observations:

* Lack of consistent methodologies, \??T/
drastically different evaluation choices,
incomparable results
* Severe scarcity of data and code artifacts @
* Our 2023 paper: “Mastering HPC Runtime e Our 2024 paper (to be presented at PEARC’24):
Prediction: From Observing Patterns to a “Tandem Predictions for HPC Jobs”

Methodological Approach”




Published Study

Study [31] [23] [16] [4] [10] [17] [9] [5] [7] [11] ([33] [13] ([32] ([27] [14] [15] [28] [26] [36] [34]
Year Published 2007 2009 2010 2013 2015 2016 2017 2017 2017 2018 2018 2019 2019 2019 2020 2020 2021 2021 2022 2023
#ofJobs 409K 86M 7K 120K 1.2M 647K 400K 870K 148K 143M 300K 1.2M 167K 14M 5.IM 541K 187M 17.6M 805K 120K

# of Clusters 4 9 5 1 6 20+ 1 3 2 1 1 1 1 1 2 4 2 1 7 2
Splitting the Dataset
N ® ' Random v v v v v v
Cross-Validation v v v v v
O consistency: ot A y
Task Specific v
Not Specified v v
Handling Categorical Features
Group Models v v v v v v v v v
One-Hot Encoding v
Label Encoding v v v
. Hash Encoding v
M O re . Overlap v

Clustering v

https://dl.acm.org/doi/abs/ Kep Srngs o / . .

10.1145/3569951.3593598 Aoy 7 7 7 e 7 7

Mean % Error v v
Error Tolerance v
Abs Pred Err v v v N
Weighted APE v
RMSE N v v N
R2 v v
Acc/Prec/Rec v v
Scheduler Sim v N v v v
REC Curve v
Heat Map v v

Modeling Method

Random Forest v v v v
Decision Trees v v v v
Grad-Boosted DT v v
Linear Reg v v
Polynomial Reg v v
kNN v v N v v
Timeseries Vv v v v v
Job Similarity v v v
SV Reg v N
SV Machine v v
Neural Network v v
Radial Basis Func v v
Hidden Markov v
Naive Bayes v
Online Learning v

ANANENEN
ANANENEN



https://dl.acm.org/doi/abs/10.1145/3569951.3593598
https://dl.acm.org/doi/abs/10.1145/3569951.3593598

Predicting job runtimes

Predicted vs Actual Runtime: All Jobs
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Predicting job runtimes

Predicted vs Actual Runtime: All Jobs

Predicted Runtime (days)
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https://dl.acm.org/doi/abs/10.1145/3569951.3593598

P IEdiCtiIlg jOb glleue times * Our 2024 paper (to be presented at PEARC’24):

Comparison of Actual and Predicted Wait Times for Users with the Most Jobs

107 5 B Total Actual Wait Time L 107  Can predict job queue times for
] B Total Predicted Wait Time | . o . eq e
_ # of Jobs | individual partitions
10° 5 100
' ' * Including cases with overlapping
10° 4 105 partitions
g 1044 -10'>  » More on the feature engineering
S o that captures the queue loads:
= 10° - 10° 2 in the paper
5 :
107 100 aggregated predictions for
: ' top 10 users of the system
100 - - 10°




* Predict job characteristics on NREL’s new
machine and other systems

* Add uncertainty measures to our predictions

Hewlett Packard
Epfx

FUtLI re WOI’k * Develop a method for estimating the runtime
remaining during job runs
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* Develop a user-facing prediction tool

~NREL

* Use predictions to inform scheduling algorithms
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